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ABSTRACT 
 

We show a new employee screening discourse with the independent android ERICA which assumes the 

part of a questioner. Ordinary prospective employee meeting discourse frameworks pose just 

precharacterized inquiries. The prospective employee meeting arrangement of ERICA generates 

follow up questions dependent on the interviewee's reaction on the fly. The subsequent inquiries 

comprise of two sorts of approaches: determination based and catchphrase based. The primary kind 

inquiry depends on choice from a pre-characterized question set, which can be utilized by and large. 

The second kind of inquiry depends on a catchphrase removed from the interviewee's reaction, which 

delves into the interviewee's reaction powerfully. These subsequent inquiries add to acknowledging 

regular and prepared discourse. 

 

INTRODUCTION: 

Spoken dialogue systems have been developed for various scenarios so far such as smartphone apps and smart 

speakers, and future systems are expected to handle more social interaction like human-human dialogues in our 

daily lives. For example, in a real-life job interview, interviewers make various kinds of questions directly to 

interviewees in order to elicit information necessary for determining acceptance. A spoken dialogue system is 

expected to play the role of an interviewer so that interviewees are able to practice answering against expected 

questions. To assist with interview practice, the system has to realize a job interview dialogue similar to real 

human-human dialogue. 

We demonstrate a job interview dialogue with autonomous android ERICA [3, 4] in the role of an interviewer. 

ERICA looks like a human being and is able to generate various behaviors including non-verbal ones such as eye 

gaze and head nodding. 

Current spoken dialogue systems for job interview dialogue ask only pre-defined questions [2, 7, 1, 6]. Although 

it is important for interviewers to dynamically ask follow-up questions to know more about the current topic, only 

a small number of studies have been conducted on automatic generation of follow-up questions [8]. In this 

demonstration, ERICA generates follow-up questions based on how well the in- terviewee’s response fulfills the 

previous question and also keywords extracted from that response. It is expected that these follow-up questions 

make the job interview dialogue more natural and stimulate some thought from the interviewee, which is required 

for a practical system for job interview training. 

 

System configuration: 

While the basic dialogue flow is controlled with finite state transition, questions are generated based on 

interviewees’ responses as explained below. 

 

Scenario: 

In this demonstration, ERICA plays the role of the interviewer in a job interview. The dialogue content is 

independent of any business category or company, so questions from ERICA focus on the motivation and 
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experience of interviewees. There- fore, the proposed system can be applied to interviewees with various 

background without modifying the list of questions. 

 

Dialogue flow: 

The dialogue flow is controlled with finite state transitions as illustrated in Figure 1. The current job interview 

consists of several topics. Example topics are reasons for application and accomplishments in college . Each topic 

starts with a base question which is followed by follow-up questions. The base question is an open question on 

the topic. For example, when the topic is reasons for application, a base question is “What is the reason you 

applied for this job?” Topics and corresponding base questions are pre-defined. Next, based on an interviewee’ 

response to the base question, the system generates a selection-based follow-up question. Finally, based on the 

response to the follow-up question, a keyword-based follow-up question is generated. Then, the current topic ends 

and proceeds to the next topic. The following section describes how to generate the above two kinds of follow-

up questions in detail. 

The other settings of ERICA’s behaviors are as follows. ERICA generates head nodding when an interviewee is 

answering, based on a model for backchannel generation using prosodic features [5]. For the turn-taking behavior, 

ERICA waits for 

 

 
Fig. 1: Dialogue flow of job interview 

four seconds silence to take the floor. ERICA should wait for longer than in other dialogue scenarios because the 

system has to make sure that an interviewee has def- initely finished answering. Note that ERICA generates head 

nodding while ERICA waits for the user’s turn to end to avoid an unnatural silence. If an interviewee’s response 

contains only a few nouns, ERICA will reply with a phrase such as “Sorry, could you say it again?” to prompt the 

interviewee to continue the answering. 

 

Generation of follow-up questions: 

We address how to generate the two kinds of follow-up questions below. At first, the system generates a selection-

based follow-up question against a response to a base question. Next, a keyword-based follow-up question is 

generated against a response to the selection-based follow-up question. 

 

Selection-based follow-up questions: 

We prepare several follow-up questions related to a base question, and the system selects an appropriate one based 

on the interviewee’s response. This approach is robust against to any interviewee’s responses because sentences 

of the questions are handcrafted. The prepared follow-up questions are categorized into three categories taking 

into account how well the response has fulfilled the base question. 

 category 1 (high priority) follow-up questions on which an interviewee must answer 

 category 2 (middle priority) follow-up questions on which an interviewee should answer 

 category 3 (low priority) other follow-up questions 

 

Category 3 is a backup for categories 1 and 2. For example, for the topic reason for apply, follow-up questions 

can be as follows. 

 category 1 What is the specific reason why you want to work in our company? 

 category 2 What do you want to achieve after you enter our company? 

 category 3 Have you applied to any other companies? 
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The question of category 1 should be used when an interviewee’s response did not satisfy the base question. The 

question of category 2 should be used when the inter- viewee accounted for the base question but did not mention 

in detail related to the follow-up question. The question of category 3 should be used when the interviewee has 

answered the base question well. Category 1 has the highest priority to be asked, followed by categories 2 and 3. 

The system selects an appropriate follow-up question from the above-mentioned prepared set based on the degree 

of fulfillness of an interviewee’s response. At first, if the number of nouns of an interviewee’s response is larger 

than a thresh- old, follow-up questions of category 1 are excluded from candidates, since these were likely already 

mentioned in the interviewee’s response. Next, for each follow- up question, the system checks if it has been 

addressed in the response. For this, in advance, we define a set of words to represent each follow-up question. 

The set contains words that appear in the sentence of the follow-up question itself. The set also include words 

related to the follow-up question. For example, related words for a follow-up question “Where do you see yourself 

10 years in the future?” are future, years, and so on. Then, if one of the words in an interviewee’s response to a 

base question is semantically close to one of the words in the above-mentioned list, the corresponding follow-up 

question is excluded from the candidates. In the above example, if an interviewee’s response includes future, the 

follow-up question will not be selected. To measure the semantic distance between words, we use word 

embedding (word2vec) and its cosine distance.Finally, among follow-up questions left in the set of candidates, 

the system selects one of them from the category with the highest priority. If there are several possible candidates 

in the same category, the system randomly selects one question. 

 

Keyword-based follow-up questions: 

The system also generates another type of follow-up question based on a keyword contained in the interviewee’s 

response. Although the selection-based follow-up question can always be generated, their sentences are pre-

defined. Therefore, it might be difficult for interviewees to feel that their responses are comprehended by the 

system. To deal with this issue, the system dynamically generates a follow-up question reflecting the response of 

an interviewee. 

The system extracts a keyword from an interviewee’s response and fills the key- word in a template. First, the 

system calculates the inverse document frequency. 

 

 
Fig. 2: Snapshot of job interview dialogue with ERICA 

(IDF) value that was trained with the text8 corpus1 and the gensim software2. We hypothesize that an appropriate 

keyword is a rarity so that it has a higher IDF value. A keyword is determined as having the highest score of the 

IDF values. If several nouns are continuously observed, they are regarded as a compound noun, and then it is 

processed as one noun. To calculate an IDF value for a compound noun, the maximum value is used from several 

IDF values of consisting nouns. 

After extracting a keyword, the system fills the keyword in a pre-defined template to generate a sentence of a 

follow-up question. For example, when an extracted key- word is spoken dialogue systems, the system generates 

a follow-up question as “You mentioned spoken dialogue systems, so could you explain them in more detail?” 

 

Dialogue example: 

A dialogue example is introduced as below3. The topic is reasons for application. Note that U and S represent 

utterances of a user and ERICA, respectively. Fig. 2 shows a snapshot of a job interview with ERICA. We use a 

16-channel microphone array to enhance the interviewee’s speech for automatic speech recognition so that the 

interviewee can talk with ERICA without holding a microphone (hands-free). 

 S1  What is the reason why you applied for this job? (base question) 

 U1 I have learned artificial intelligence in my university. In this company, I can apply my skills of AI 

technologies to the job and can obtain new skills. This is the reason why I applied for this job. 

(interviewee) 
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 S2 I see. What kind of effort or preparation do you make to achieve your goal? (selection-based follow-up 

question) 

 U2 I learn the latest technologies because this industry drastically changes. Recently, I am learning machine 

learning methods. 

 S3 I see. Could you explain about machine learning in detail? (keyword-based follow-up question) 

 U3 I am especially interested in deep learning. It is reported that deep learning allows us to train a complicated 

model that can be applied to various classification tasks and achieve higher accuracy than conventional 

approaches. 

 S4  I see. Thank you. 

 

CONCLUSION: 

We have described a demonstration of a job interview dialogue with the autonomous android ERICA. The 

proposed system generates follow-up questions based on an interviewee’s response. The follow-up questions 

consist of two kinds of approaches: selection-based and keyword-based. While the former is based on a pre-

defined set of questions, the latter dynamically reflects an interviewee’s response by extracting a keyword which 

was used. These follow-up questions contribute to realizing a natural job interview dialogue with ERICA. 
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